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Abstract

The surging health and financial costs of diseases, disabilities, and 
disparities support the global acceleration of interests and investments 
in health AI for better, cheaper, faster, and fairer health solutions glob-
ally and locally. Yet there is no consensus on practically operationaliz-
ing responsible AI principles across diverse global sectors, states, and 
belief systems. This proof-of-concept study utilizes the global pluralis-
tic ethical framework (the Personalist Social Contract) to therefore 
provide the first known Bayesian augmented AI-driven Computational 
Ethical (AiCE) and policy analysis integrating clinical, cost effective-
ness, and healthcare disparity analyses with nationally representative 
data to estimate the global cost of healthcare disparities in colonosco-
py (CS) and the savings from AI-enabled CS to reduce them. It sug-
gests that reversing racial disparities particularly for Hispanics and 
Asians may save American healthcare systems $17.61 billion annual-
ly, with AI-augmented CS potentially contributing savings of $625.40 
million for Hispanics and $289.00 million for Asians in particular (with 
similar cost savings for vulnerable communities in middle and low-in-
come countries also). The above findings support the cost savings 
imperative for such strategic and capacity-building investment in these 
AI-driven measures to improve healthcare’s strategic aims of Sustain-
ability, Effectiveness, Efficiency, and Equity (SEEE). Such empirical 
results inform the larger global bioethical argument from the twin di-
mensions of human dignity and human security (rooted in the person-
alist, multicultural, and metaphysical account of the person as a mem-
ber of the global human family) to highlight the AI ethical imperative to 
optimize the performance of the global digital health ecosystem. Such 
an instrumental end is a critical means of advancing toward the ulti-
mate end of the common good, in which the individual good of each 
person is safeguarded and in which it finds her/his fulfillment working 
toward. 

Keywords: colonoscopy, cost effectiveness, disparities, AI, moral in-
teroperability.
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1. Introduction

There is widespread multi-sector consensus internationally sharp-
ened by the COVID-19 pandemic that modern healthcare fails to 
consistently and equitably deliver quality, safe, affordable, and acces-
sible care (1). Patients on average may receive only half  of  the stan-
dard of  evidence-based care, up to 75% of  diagnoses may be inac-
curate (especially in low-and middle-income countries), medical 
error may be as high as the third leading medical cause of  death, and 
despite a doubling of  healthcare costs and explosive growth in dis-
parities in the last 20 years, the quality and safety of  care has not 
sustainably improved (2-5). A 2020 Harvard University analysis con-
cluded that the pandemic most recently highlighted the “hollowness 
of  the global health rhetoric of  equity, the weaknesses of  a health 
security-driven global health agenda, and the negative health impacts 
of  power differentials not only globally, but also regionally and local-
ly,” and thus it strengthens the imperative for modern healthcare to 
“reimagine and repair the broken systems of  global health” especial-
ly as healthcare requires globalized supply chains and collaboration 
from diverse partners (6). Accordingly, there is surging public-pri-
vate interest for innovative and ethical artificial intelligence (AI)-driv-
en digital transformation of  healthcare systems that are efficient, 
transparent, safe, reliable, and fair (1,7). Understanding healthcare as 
a global healthcare ecosystem and plugging it in to the larger AI-driv-
en Internet of  Things-powered global digital ecosystem is already 
enabling surging successes internationally: integrating a myriad of  
actors (hospitals, clinics, clinicians, executives, businesses, technolo-
gy firms, community organizations, and governments spanning di-
verse belief  systems and nations) to leverage their complementary 
capacities for subsequent explosive force-multiplying technologies 
(linking data and capacities from smart phones, mobile and remote 
monitoring devices, electronic health records (EHRs), business 
dashboards, public data sources, social media, and cloud-based data 
architecture and computing) to deliver more accurate, affordable, 
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rapid, adaptive, personalized, and equitable care (which is ultimately 
higher-value add at the individual and population levels) (1,8-10). 
Amid the 2022 dramatic escalation of  geopolitical conflicts and eco-
nomics strains undermining healthcare throughout the increasingly 
muti-polar world, there is nonetheless sustained confidence about 
the substantive net benefit for patients, providers, and payors across 
healthcare systems, belief  systems, and nations to have health AI 
that protects individual human dignity, while advancing human secu-
rity, societal stability, economic prosperity, and thus national security 
by optimizing populations’ wellbeing, equity, and productivity (11).

Yet such progress is undermined by the paucity of  effective, 
practical, and integrated healthcare AI methodologies creating, de-
ploying, and iteratively optimizing such successful and ethical health-
care AI at scale. Technically effective AI is not necessarily the same 
thing as clinically relevant tools nor those that are cost effective or 
societally equitable to enable successful scale and sustainability. 
Therefore, AiCE or AI-driven Computational Ethics and policy 
analysis (AiCE) has been developed and deployed to integrate clini-
cal, ethical, and cost effectiveness analyses for healthcare system op-
timization at the strategic, organizational, and clinical levels concur-
rently by seamless, embedded, and comprehensive integration in the 
clinical workflows and unique cultures of  healthcare systems within 
their overarching organizational, data architecture, and political eco-
nomic structures (1,12).

Yet there still remain few comprehensive proof-of-concept 
demonstrations for such an approach, let alone their practical feasi-
bility and superior cost effectiveness to alternative or piecemeal ap-
proaches, further slowing the successful AI-driven transformation 
of  value-based healthcare systems. Healthcare appears to increasing-
ly need AI, and AI needs successful clinical and economic demon-
strations for healthcare to adopt the technology in an ethical, re-
sponsible, and sustainable manner. To advance ethical AI, it seems 
that it also requires complementary clinical and economic demon-
strations. Two recent systematic reviews of  cost effectiveness studies 
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for healthcare AI demonstrate that across 5,704 candidate studies to 
date, the vast majority are limited to the United States (US) and 
lacked sufficiently detailed methodologies to allow replication, high 
quality rating, focus on underserved and lower income communities 
(disproportionately poised to benefit from such technology), and 
end-to-end integration or at least feasibility for sustainable adoption 
by healthcare systems’ existing workflows and structures (1,13-14). 
The landmark 2021 report by the World Health Organization (who) 
on global AI ethics provided a substantive step forward by providing 
six consensus principles on AI health ethics (15). And yet there are 
little to no publications or studies to date that deploy a global, com-
prehensive, integrated, concrete approach translating general princi-
ples into relevant, useable, defensible, and real-time guidance and 
augmentation for strategic, organizational, and clinical decision-mak-
ing to prevent, mitigate, and solve AI ethical dilemmas (1,16). This 
absence unfortunately only undermines the reliably of  AI algorithms 
(as the engineers designing them generally lack the ethical and clini-
cal training for them to be defensible and relevant for healthcare) 
and their trustworthiness (as the hidden assumptions of  such AI 
limits multi-disciplinary scrutiny, debate, and consensus-based deci-
sion-making in ways that respect the often competing and conflict-
ing values, objectives, and priorities of  the diverse actors that consti-
tute the global healthcare ecosystem and their included healthcare 
systems).

Therefore, this paper produces a series of  conceptual and prac-
tical novel developments for AI-transformed healthcare optimizing 
Sustainability, Effectiveness, Efficiency, and Equity (SEEE) as the 
defining criteria for this emerging model of  the AI-powered future 
of  health. Toward this goal, the paper is the first to demonstrate the 
following analytic advances: global computational ethical analysis of  
AI (focusing on the concrete use case in colorectal cancer (CRC)), 
AI-augmented analysis for such, comprehensive analysis integrated 
clinical with cost and ethical dimensions, global bioethics analysis 
drawing explicitly in diverse belief  and ethical systems, analysis high-
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lighting disparity reduction emphasizing lower income countries and 
healthcare systems, and practice-focused application of  these ana-
lytic results in the global digital healthcare system within which the 
world’s healthcare systems operate. CRC was selected as the primary 
clinical domain given its international relevance and growing AI use 
cases in it, in addition to the clinical, economic, and public health im-
pacts of  CRC that is currently the third most common cancer glob-
ally, costs upwards of  $190 billion globally, inflicts disproportionate 
burden based on region, and yet is generally preventable (through 
lower cost behavioral changes and early screening, which nonethe-
less is lacking particularly in lower income communities, and could 
be addressed by effective collaboration across partners in the global 
ecosystem sharing AI-augmented technical and clinical expertise and 
resources) (17).

2. Methods

2.1. Data source

The data source for this study is the largest publicly available US 
all-payer inpatient healthcare administrative dataset spanning ap-
proximately 4,500 hospitals in 50 states, the National Inpatient Sam-
ple (NIS), sponsored by the Agency for Healthcare Research and 
Quality (AHRQ) within the US Department of  Health and Human 
Services (DHHS) (18). From 2016 onward, the NIS adopted the 
International Classification of  Diseases, Tenth Revision, Clinical 
Modification (ICD-10-CM). The dataset includes demographic, co-
morbidity, procedural, complication, mortality, length of  stay, total 
cost, and hospital characteristics for each hospitalization. The 2016, 
2017, and 2018 NIS datasets were selected for this study as they are 
among the latest available datasets and the first to use ICD-10 cod-
ing and so better reflect current clinical trends in diagnoses, treat-
ments, and outcomes compared to prior years. Study inclusion crite-
ria included all NIS hospitalizations for adults aged 18 years or older 
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during the above index time periods. Per the US DHHS and Nation-
al Bureau of  Economic Research, no review by an Institutional Re-
view Board (IRB) is required for the NIS under the HIPPA Privacy 
Rule since the NIS is a limited data set (in which 16 direct identified 
specified by the Privacy Rule have been removed) (19-20). This study 
used de-identified data and was conducted according to the ethical 
principles in the Declaration of  Helsinki.

2.2. Study design

To conduct a more comprehensive analysis more broadly and prac-
tically applicable within current healthcare systems, the primary anal-
ysis consisted of  AiCE according to its first empirical (clinical then 
economic) step then the second ethical-policy step using the Person-
alist Social Contract (PSC) ethical framework. The first empirical 
step featured a nationally representative retrospective longitudinal 
multicenter cohort analysis of  total cost among all hospitalized 
adults. It additionally utilized Machine Learning-augmented Propen-
sity Score adjusted multivariable regression (ML-PSr) within BAyes-
ian Machine learning-augmented Propensity Score translational 
(BAM-PS) statistics. A cost analysis was then conducted using the 
above clinical results. This empirical step was followed by the final 
ethical-policy step in which the above AI-augmented empirical re-
sults informed a pluralistic-based global bioethical analysis to opti-
mize equitable care for the above patient populations. 

2.3. Regression statistical analysis, machine learning analysis, and model optimi-
zation overview

The primary outcome was total hospitalization cost (in U.S. dollars 
($)) and secondary outcome was inpatient mortality (yes/no). To 
maximize the likelihood of  internally and externally valid and repli-
cable results, a regression model performance was optimized ac-
cording to the following sequential process. First, variables that were 
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clinically or statistically significant were identified in the existing lit-
erature, clinical practice, and bivariable analysis to be considered in 
the final regression models. Second, those variables were included 
in the forward and backward stepwise regression to augment deci-
sion-making on the variables ultimately included in the final regres-
sion models; the propensity score for CS was created based on the 
below protocol additionally and included as an adjusted variable in 
the regression model. Third, the regression results were compared 
to those generated by backward propagation neural network ML to 
ensure comparability by root mean squared error and accuracy. 
Fourth, the regression model performance was additionally assessed 
with a correlation matrix, the area under the curve, Hosmer–Leme-
show goodness-of-fit test, Akaike and Schwarz Bayesian informa-
tion criterion, variance inflation factor, and tolerance, multicollinear-
ity, and specification error. Fifth, the models were iteratively run to 
fine-tune models until the above process confirmed optimal perfor-
mance with the final models and included variables.

2.4. BAyesian Machine learning-augmented Propensity Score translational 
(BAM-PS) statistics

BAM-PS statistics were performed on the NIS to inform cost-ben-
efit analysis. BAM-PS is a novel hybrid analytic methodology com-
bining ML-PSr (for traditional statistical methodology with causal 
inference-based propensity score analysis, augmented by ML capa-
ble of  handling higher dimensional, more complex, and faster data 
streams) with Bayesian analysis (with informative priors integrated 
with ML-PSr results) (21-23). BAM-PS seeks to preserve internal 
validity in analytic methodology while expanding it (i.e. by reducing 
the likelihood of  relevant omitted variables) and external validity (by 
increasing generalizability through greater number of  data sources 
to more accurately and precisely reflect real-world clinical practice 
in real-time for more timely, accurate, precise, and relevant predic-
tions to augment organizational and clinical decision making in the 
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AI-augmented and transforming healthcare systems). BAM-PS en-
ables both direct (through integration) and indirect (through infor-
mative priors) linked datasets and data streams. The rational for the 
use of  the NIS dataset and the ML-PSr underlying BAM-PS with 
it (with the rationale including its comparative advantages versus 
competing statistical, AI, statistical-AI hybrid, and other causal in-
ference techniques) are documented in the above cited prior studies. 
Regression within ML-PSr was conducted for total hospitalization 
cost and mortality. The propensity score for the likelihood of  under-
going CS was first created (utilizing the same above variables used 
in the final regression model given the double propensity score ad-
justment method), a balance was confirmed among blocks, and then 
the propensity score was included in the final regression models as 
an adjusted variable (24-25). Socio-demographic disparities for total 
hospitalization costs were thus assessed in the NIS with BAM-PS 
among US patients and then extrapolated to the global population, 
adjusting for the worldwide population distribution and country-av-
eraged healthcare utilization and healthcare costs (generally with 
lower expenditures and hospitalization rate outside the US) (26-30).

2.5. Cost-benefit analysis

Cost-benefit analysis was conducted according to the widely used 
technique quoted by the US Centers for Disease Control and Pre-
vention (CDC) as the monetary valuation of  an intervention (AI-en-
abled CS) minus the costs of  implementing the intervention in US 
dollars (31). The AI implementation costs were calculated as the av-
erage per CS costs of  available AI on the US market (as of  October 
2020), with a 3% discount rate annually for future costs (32). The 
direct and indirect clinical costs were calculated using a societal per-
spective (spanning patients, families, employers, and healthcare sys-
tems) based on the peer-reviewed literature and 2018 Centers for 
Medicare & Medicaid Service reimbursement rates, including for the 
costs of  screening CS (assuming 60% screening population uptake) 
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and cancer treatments costs (including those required to address ad-
verse events of  the treatment) using current US screening and treat-
ment guidelines. The benefit was calculated as the reduced total costs 
above with versus without AI augmented CS from reduced cancer 
incidence and mortality, by improving detection and early effective 
treatment of  pre-cancerous and cancerous growths (utilizing an ad-
enoma detection rate gradient of  28-40%). The first phase of  the 
cost-benefit analysis utilized the results from a large 100,000 subject 
study in The Lancet that utilized the above inputs for screening CS 
in a Markov model microsimulation for US individuals 50-80 years 
of  age at average risk of  colorectal cancer, using both every 10-year 
screens and once-in-life screening CS. The above cited study was 
selected for cost-benefit analysis inputs given its large size, recency, 
and rigorous methodology, in addition to the high global health and 
financial burden of  CRC (in screening, treatment, morbidity, and 
mortality at the individual and population level) and the general ab-
sence of  such above high-quality studies on the cost effectiveness of  
healthcare AI (including the general absence of  datasets for granular 
high-quality cancer and pre-cancer screening). The second phase of  
the cost-benefit analysis extrapolated the results internationally 
based on the global population distribution, healthcare utilization, 
and country-averaged healthcare costs to account for the differences 
between the US and the rest of  the world (while seeking to minimize 
unnecessary number or complexity of  assumptions to improve 
model validity and explainability). 

2.6. AI-driven Computational Ethics and policy (AiCE) analysis 

The second or ethical-policy step within AiCE was then conducted 
by integrating the above quantitative analyses with ethical analysis 
using the pluralistic global bioethical framework of  the PSC (1,16,33). 
The PSC is a novel integration of  modern ethics (principally utilitar-
ianism-informed Rawlsian social contract of  political liberalism, 
bounded by Kantian deontology and informed by feminist, Marxist, 
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deconstructionist, and ecological ethics) and classical ethics (princi-
pally Thomistic-Aristotelian virtue ethics, articulated by William 
Carlo’s esse/essence revision of  Norris Clarke’s Strong Thomistic 
Personalism, a derivative formulation of  Thomism as a development 
of  classical Aristotelianism metaphysics) (34-37). It uniquely articu-
lates the philosophical foundation and framework of  the United 
Nation’s 1948 Universal Declaration of  Human Rights (UDHR), 
founded on the primary metaphysical principle of  human dignity 
and resultant rights and duties, which has since united the world’s 
diverse belief  systems and 193 nations in what has become the dom-
inant modern ethical framework and foundation of  international 
law. As such, the PSC entails an extended defense of  a metaphysics 
of  multiculturalism that explicitly cites and anchors itself  in the 
world’s diverse belief  systems (including in their canonical texts as 
applicable) and elaborates the substantive converging (not simply 
Rawlsian-like overlapping) consensus as the metaphysical (not sim-
ply political) identity of  the person individually, and thus the criteria 
for justice and its subsequent peace communally in the global com-
munity of  persons sharing a common humanity. The PSC was addi-
tionally chosen as the primary ethical framework for historical rea-
sons following the 2020 Rome Call for AI Ethics, which served as 
the first cross-sector global standard for AI ethics for practical appli-
cation. Before signing the declaration, the co-signing parties (includ-
ing Microsoft, IBM, the UN Food and Agriculture Organization, the 
EU’s Italian Ministry of  Innovation, and Vatican City (representing 
through its bioethical academy scholars from the world’s diverse re-
ligions, affiliated and unaffiliated) first advanced its theoretical foun-
dation by recognizing the PSC as part of  the convention’s award to 
the world’s top doctoral dissertation on AI ethics. The Rome Call’s 
consensus cited the UDHR to ground the enumerated principles of  
transparency, inclusion, accountability, impartiality, reliability, and se-
cure privacy for responsible AI. The PSC details and defends the 
substantive metaphysical and ethical underlying these principles 
while also demonstrating their concrete applications. Echoing the 
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Rome Principles, the ensuing European Union and US Department 
of  Defense 2020 frameworks led up to the similar 2021 who report 
(with significant overlap in consensus principles for health AI) which 
built on this historical trajectory to generate more detail to this 
UDHR-informed principal framework to operationalize it in mod-
ern healthcare. Thus, the seminal Rome Principles (informing later 
global AI ethical standards) were explicitly rooted in the UDHR, and 
the PSC demonstrates philosophically and historically its Thomistic 
Aristotelian foundation and modern social contract framework. 
Practically, the PSC was additionally chosen as it is designed to oper-
ate within AiCE’s embedded, augmented, automated, and iterative 
design within healthcare system operations (organizationally and 
clinically), has been utilized extensively to optimize healthcare effi-
ciency and equities (including in population health, cardiac arrest, 
COVID-19 and related pandemics, bioterrorism, and modern armed 
conflicts), and provides a substantive articulation and defense of  the 
moral interoperability foundation critical for an effective data in-
teroperability framework and unifying strategic orientation of  the 
diverse partners in the global digital health ecosystem to survive 21st 
century challenges and beyond.

2.7. Quality control, result reporting, and analytic software

An academic physician-data scientist, biostatistician, and ethicist 
(DJM) confirmed that the final analytic models were sufficiently 
supported by the existing literature and related theories. Fully ad-
justed regression results were reported with 95% confidence in-
tervals (CIs) with statistical significance set at a 2-tailed p-value of  
<0.05. Statistical analysis was performed with STATA 17.0 MP 
edition (STATACorp, College Station, TX, USA), and ML analy-
ses were performed with Java 9 (Oracle, Redwood Chores, CA, 
USA). 
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3. Results

3.1. BAM-PS healthcare disparities and cost-benefit analyses

Of  the 148,755,036 adult hospitalizations from 2016-2020, 788,402 
(0.53%) underwent CS; Hispanics (9.83%) and Asians (2.71%) com-
pared to Caucasians (69.39%) were significantly less likely to receive 
CS (all p<0.001) despite Hispanics, Asians, and Causians respectively 
accounting for 13.09%, 3.13%, and 63.61% of  the total hospitalized 
adult sample as seen in Figure 1. In BAM-PS utilized in the NIS, there 
were significantly increased total hospitalization costs for the fol-
lowing: Hispanics ($12,948.12, 95%CI 9,455.89-16,440.35; p<0.001) 
and Asians ($12,338.22, 95%CI 5,959.84-18,716.60; p<0.001) versus 
Caucasians, in addition to the highest income quartile ($6,779.03, 
95%CI 3,522.23-10,035.84, p<0.001) versus the lowest, indepen-
dent of  clinical severity, comorbidities, and NIS-calculated mortality 
risk by disease related group (there were no other such socio-de-
mographic disparities including by insurance, urban density, or re-
gion, nor were there any significant inpatient mortality disparities 
based on the above variables). This translates to $244.30 million and 
$59.35 million extra in racial disparities annually in the US alone 
for Hispanics and Asians respectively undergoing CSs, independent 
of  clinical confounders. Adjusting for global population distribu-
tion, healthcare utilization, and country-averaged healthcare costs, 
this translates into $16.96 billion and $648.20 million annual costs 
of  racial disparities for Hispanic and Asian patients internationally 
every year undergoing CSs compared to their Caucasian peers. In 
cost-benefit analysis, CS with versus without AI globally produced 
$3.49 billion saved overall, including $625.40 million saved for His-
panics and $289.00 million saved for Asians.

https://doi.org/10.36105/mye.2024v35n4.02


D. J. Monlezun, C. Sotomayor, M. I. Girault, A. Garcia, C. Gallagher

1038 Medicina y Ética - October-December 2024 - Vol. 35 - No. 4
https://doi.org/10.36105/mye.2024v35n4.02

Figure 1. AiCE integrated analysis: Clinical, cost, and computational ethical results 
for equitable colonoscopy (CS) utilization from 2016-2020 in a nationally 

representative United States sample (N=788,402)

8 
 

 
Of the 148,755,036 adult hospitalizations from 2016-2020, 788,402 (0.53%) underwent CS; 
Hispanics (9.83%) and Asians (2.71%) compared to Caucasians (69.39%) were significantly less 
likely to receive CS (all p<0.001) despite Hispanics, Asians, and Causians respectively accounting 
for 13.09%, 3.13%, and 63.61% of the total hospitalized adult sample as seen in Figure 1. In BAM-
PS utilized in the NIS, there were significantly increased total hospitalization costs for the 
following: Hispanics ($12,948.12, 95%CI 9,455.89-16,440.35; p<0.001) and Asians ($12,338.22, 
95%CI 5,959.84-18,716.60; p<0.001) versus Caucasians, in addition to the highest income quartile 
($6,779.03, 95%CI 3,522.23-10,035.84, p<0.001) versus the lowest, independent of clinical 
severity, comorbidities, and NIS-calculated mortality risk by disease related group (there were no 
other such socio-demographic disparities including by insurance, urban density, or region, nor 
were there any significant inpatient mortality disparities based on the above variables). This 
translates to $244.30 million and $59.35 million extra in racial disparities annually in the US alone 
for Hispanics and Asians respectively undergoing CSs, independent of clinical confounders. 
Adjusting for global population distribution, healthcare utilization, and country-averaged 
healthcare costs, this translates into $16.96 billion and $648.20 million annual costs of racial 
disparities for Hispanic and Asian patients internationally every year undergoing CSs compared 
to their Caucasian peers. In cost-benefit analysis, CS with versus without AI globally produced 
$3.49 billion saved overall, including $625.40 million saved for Hispanics and $289.00 million 
saved for Asians. 
 
Figure 1. AiCE integrated analysis: Clinical, cost, and computational ethical results for 
equitable colonoscopy (CS) utilization from 2016-2020 in a nationally representative United 
States sample (N=788,402) 

 
Source: prepared by authors. 
  
 
 
 

Clinical: 
Hispanics and Asians are significantly less likely to receive 
CS compared to population-adjusted Caucasian rates 
(p<0.001)

Cost: 
Reducing racial disparities may save $17.61 billion 
annually (including an additional $4.12 billion with AI-
enabled CS)

Ethical: 
Reducing CS racial disparities and expanding its AI 
enablement pragmatically and ethically should be done.

Source: prepared by authors.

3.2. AI-driven computational ethics and policy (AiCE) analysis: Personalist 
Social Contract

The above clinical and economic results then informed the final or 
focused ethical-policy analysis step of  AiCE. The primary materi-
al object of  this ethical analysis was healthcare cost, the primary 
context was colorectal cancer screening and management, and the 
primary formal object or ethical analytic framework is the PSC. Ap-
plied to this concrete ethical situation, the formal PSC argument is 
as follows:

(Premise 1) CRC carries a high clinical, cost, and disparity bur-
den globally that can be effectively and efficiently reduced by 
modifiable behavior changes and screening, the latter particu-
larly enabling early intervention before cancer diagnosis and 
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progression especially key for lower income countries and health-
care systems.
(Premise 2) There appear to be significant disparities among 
patients undergoing CSs by race and income that are not suffi-
ciently explained by clinical severity, comorbidities, and other 
medical factors, particularly with Hispanic and Asian minorities 
having significantly increased hospitalization costs with CS 
compared to Caucasians.
(Premise 3) Life and equal societal protection are fundamental 
individual and state rights, logically derivative from the dignity 
of  the human person, central to human and national security, 
and are politically enshrined across the United Nations, numer-
ous international institutions, and the majority of  nations’ con-
stitutions and legal statutes.
(Premise 4) Respect for dignity at the individual level requires 
respecting the person’s rights to goods (beginning with the pri-
mary good of  life) necessary for the person to develop through 
a just and stable commitment to the common good and thus 
the community in reciprocal care for the individual.
(Premise 5) Respect for dignity at the communal level requires 
respecting other cultures as the communal manifestations of  
their constitutive individuals seeking through justice the com-
mon good (as the objective good of  the community, entailing 
the objective good of  individual flourishing, subjectively expe-
rienced as the ultimate individual good of  self-actualization 
through justice, completed in love, uniting the person to the 
community which is united and animated by goodness itself).
(Premise 6) Social disparities in CS outcomes including by race 
can produce disproportionate health and financial burdens on 
those social sub-communities, resulting in a disproportionate 
threat to the preservation of  those persons and related cultures, 
and accelerating the impoverishment of  the global human com-
munity with the loss or diminishment of  those individuals and 
cultures; such disparities further undermine the political eco-
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nomic stability of  those related national and global societies by 
reducing societal equity, cohesion, and productivity.
(Premise 7) The reversal of  such disparities may result in $17.61 
billion saved annually globally, which may be aided by the signif-
icant cost savings of  AI-enabled CS (particularly for lower in-
come countries and healthcare systems with fewer resources for 
CRC treatment).
(Premise 8) Continued disparities in effective management of  
CRC undermine respect for the rights of  patients and their cul-
tures (and their human and national security), which are critical 
to the wellbeing and stability of  societies that encompass all 
peoples, cultures, and goods.
(Premise 9) Successful deployment, optimization, and scale up of  
this AI-augmentation of  CS can successfully leverage this inte-
grated justification only if  sufficient moral interoperability un-
derlying sufficient data interoperability is achieved in the global 
digital health ecosystem align, unite, and empower the ecosys-
tem’s diverse healthcare systems and their government, busi-
ness, and community partners toward the shared strategic goal 
of  value-based healthcare that is informed by the ultimate end of  
the common good.
(Premise 10) Value-based healthcare (generated by sufficient qual-
ity at affordable cost scaled to just societal distribution) requires 
the critical mass, durable, and institutionalized consensus of  eco-
system partners on a unifying moral interoperability that informs 
the transparent, trustworthy, and reliable data interoperability for 
the AI-enabled digitalized ecosystem (leveraging throughout its 
network of  such technologies as AI-augmented CS) to effective 
and efficiently deliver such value-based healthcare.
(Premise 11) This moral interoperability underlying the world’s 
diverse religiously unaffiliated and affiliated belief  systems (em-
bodied in the health ecosystem and the competing, collaborat-
ing, and conflicting political ecosystem models in and among 
which they operate societally) rests on the individual dignity of  
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each patient as a person and the resultant respect due to diverse 
cultures, both of  which are nourished, safeguarded, and ful-
filled in the common good (understood both in its Global West-
ern-dominated approach to it via individual dignity and its East-
ern/Southern-dominated approach to it via human and 
national security undermined longitudinally without it).

(Conclusion) Therefore, clinical, economic, and ethical justification 
from both dignity and security perspectives supports enhanced 
healthcare policy focus and healthcare system investment reducing 
disparities in CS particularly through the use of  AI-augmentation in 
the AI-accelerated global digital health ecosystem, realized with the 
moral interoperability and data interoperability key to advancing 
healthcare to the shared, unifying, and real destination of  the com-
mon good (which ecosystems advance toward in its dimension of  
health in particular) (Figure 1).

4. Discussion

This is the first known AI and Bayesian-augmented computation-
al ethical and policy analysis integrating clinical, cost effectiveness, 
and healthcare disparity analyses with nationally representative data 
to estimate the global cost of  healthcare disparities in CS and the 
savings from AI-enabled CS to reduce them. It suggests that re-
versing racial disparities particularly for Hispanics and Asians may 
save healthcare systems and nations globally $17.61 billion annually, 
with AI-augmented CS potentially contributing $625.40 million for 
Hispanics and $289.00 million for Asians in particular. The above 
findings support the cost savings imperative for such strategic and 
capacity-building investment in these AI-driven measures to im-
prove healthcare’s SEEE strategic aims sustainability, effectiveness, 
efficiency, and equity. Such empirical results inform the larger global 
bioethical argument from the twin dimensions of  dignity and secu-
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rity (rooted in the personalist, multicultural, and metaphysical ac-
count of  the person as a member of  the global human family) to 
highlight the AI ethical imperative to optimize the performance of  
the global digital health ecosystem. Such an instrumental end is a 
critical means of  advancing toward the ultimate end of  the common 
good, in which the individual good of  each person is safeguarded 
and in which it finds her/his fulfillment working toward. 

This study therefore utilizes AI-driven Computational Ethical 
and policy analysis or AiCE to demonstrate the following: (a) the 
feasibility of  applying this integrated methodology as a seamless, 
embedded, liquid approach for healthcare systems; (b) its applica-
tion for high-value add targeted areas of  the health ecosystem (such 
as the high individual and societal costs of  CRC for exponential 
resultant benefits particularly through enhanced prevention); (c) 
its compatibility with the AI-accelerated digitalization of  the glob-
al health ecosystem; (d) how (c) above enables it to self-organize, 
adapt, and optimize itself  iteratively in real-time for efficient and 
equitable delivery of  value-based healthcare globally (especially for 
lower income and resource communities, systems, and states) in 
what has been described as the future’s ‘thinking healthcare sys-
tem’.1,12 This overarching computational ethical and policy ap-
proach to clinical and operational workflows for healthcare systems 
has previously been shown to be able to be digitalized and mathe-
matically translated to augment real-time decision-making for sys-
tem executives and clinicians:
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raised to the power of AI-VBHC or AI-enabled Value-Based Healthcare. Human dignity and 
security are thus digitalized into system operations at the fundamental mathematical level of 
algorithm creation and self-adaptation, thus integrated with EHRs for clinical operations and 
business dashboards for executive or organizational operations. AI-VBHC additionally has been 
shown to be produced as the product of AiCE, healthcare AI (both clinical and operational) and 
value-based healthcare (drawing on Porter and Teisberg’s 2006 definition refined by the European 
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Such methodological advances have been further simplified to produce the proposed healthcare 
system DNA or organic formula for the future’s thinking healthcare system in which Health (H) 
is the product of AI (A) and equity (E) squared: 
 

𝐻𝐻 = 𝐴𝐴𝐴𝐴2 
Akin to Einstein’s famous E = MC2 (where energy is the product of mass and the speed of light 
squared in a way that describes how energy and mass can be essentially interchangeable), this 
system DNA describes how ‘human health’ and ‘artificial intelligence’ can become 
interchangeable in a globalized, digitalized, but still divided world: human health depends on the 
efficient delivery of value-based healthcare at scale that therefore produces equitable outcomes 
through AI that reaches it optimized form (by becoming truly ‘intelligent’ and thus knowledge of 
the ultimate good (including for humanity in what classically was defined as wisdom as the 
primary object of philosophy) and good actions as the primary object of the philosophical 
subdiscipline of ethics). It does so by being bounded by ethical parameters in which dignity is 
digitalized and embedded in the technical optimization of algorithmic performance by ultimately 
being strategically orientated to the common good of the global human family. AI Health (in which 
AI-empowered value-based healthcare delivery with Big Data) advancing efficiency at scale (at 
the individual and population levels globally) can begin to approximate equity, indicating that 
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Prior work has mapped how this ‘AI Health’ (that is trustworthy 
machine learning and deep learning-based co-designed) is the prod-
uct of  healthcare Big Data (HealthBD) and modern healthcare de-
livery (generated by PrMed or personalized medicine and PubHealth 
or public health) raised to the power of  AI-VBHC or AI-enabled 
Value-Based Healthcare. Human dignity and security are thus digi-
talized into system operations at the fundamental mathematical level 
of  algorithm creation and self-adaptation, thus integrated with 
EHRs for clinical operations and business dashboards for executive 
or organizational operations. AI-VBHC additionally has been shown 
to be produced as the product of  AiCE, healthcare AI (both clinical 
and operational) and value-based healthcare (drawing on Porter and 
Teisberg’s 2006 definition refined by the European Commissions’ 
emphasis on equity):

11 
 

This overarching computational ethical and policy approach to clinical and operational workflows 
for healthcare systems has previously been shown to be able to be digitalized and mathematically 
translated to augment real-time decision-making for system executives and clinicians: 
 

𝐴𝐴𝐴𝐴 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻ℎ𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑀𝑀𝑒𝑒

= (HealthBD

× [𝐷𝐷𝐻𝐻𝐻𝐻𝐷𝐷𝐷𝐷𝐻𝐻𝐷𝐷𝐷𝐷̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

+ ∑{PrMed 〈cos𝐷𝐷𝐻𝐻𝐻𝐻𝐷𝐷𝐷𝐷𝐻𝐻𝐷𝐷𝐷𝐷〉 +  PubHealth 〈sin𝐷𝐷𝐻𝐻𝐻𝐻𝐷𝐷𝐷𝐷𝐻𝐻𝐷𝐷𝐷𝐷〉}
∞

𝑛𝑛=1
])

𝐴𝐴𝐴𝐴−𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉

 

Prior work has mapped how this ‘AI Health’ (that is trustworthy machine learning and deep 
learning-based co-designed) is the product of healthcare Big Data (HealthBD) and modern 
healthcare delivery (generated by PrMed or personalized medicine and PubHealth or public health) 
raised to the power of AI-VBHC or AI-enabled Value-Based Healthcare. Human dignity and 
security are thus digitalized into system operations at the fundamental mathematical level of 
algorithm creation and self-adaptation, thus integrated with EHRs for clinical operations and 
business dashboards for executive or organizational operations. AI-VBHC additionally has been 
shown to be produced as the product of AiCE, healthcare AI (both clinical and operational) and 
value-based healthcare (drawing on Porter and Teisberg’s 2006 definition refined by the European 
Commissions’ emphasis on equity): 
 

AI − VBHC = 𝐴𝐴𝐷𝐷𝐴𝐴𝐴𝐴 × ([𝐴𝐴𝐻𝐻𝐷𝐷𝐶𝐶𝐷𝐷𝐶𝐶𝐻𝐻𝐻𝐻 + 𝑂𝑂𝑂𝑂𝐻𝐻𝐷𝐷𝐻𝐻𝐻𝐻𝐷𝐷𝑂𝑂𝐶𝐶𝐻𝐻𝐻𝐻] 𝐴𝐴𝐴𝐴)

× (
𝑄𝑄𝑄𝑄𝐻𝐻𝐻𝐻𝐷𝐷𝐻𝐻𝐷𝐷𝐸𝐸𝐸𝐸𝐸𝐸𝑒𝑒𝑀𝑀𝐸𝐸 × 𝑃𝑃𝑒𝑒𝑃𝑃𝑃𝑃𝑃𝑃𝑛𝑛𝑀𝑀𝑒𝑒 × 𝑆𝑆𝑃𝑃𝑒𝑒𝑒𝑒𝑀𝑀𝑒𝑒 × 𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑊𝑊𝑒𝑒𝑒𝑒𝑛𝑛𝑊𝑊 

𝐴𝐴𝑂𝑂𝐶𝐶𝐻𝐻 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 × 𝑉𝑉𝑀𝑀𝐶𝐶𝑀𝑀𝑒𝑒𝑒𝑒𝑀𝑀𝐸𝐸 × 𝑆𝑆𝐸𝐸𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑀𝑀
) 

 
Such methodological advances have been further simplified to produce the proposed healthcare 
system DNA or organic formula for the future’s thinking healthcare system in which Health (H) 
is the product of AI (A) and equity (E) squared: 
 

𝐻𝐻 = 𝐴𝐴𝐴𝐴2 
Akin to Einstein’s famous E = MC2 (where energy is the product of mass and the speed of light 
squared in a way that describes how energy and mass can be essentially interchangeable), this 
system DNA describes how ‘human health’ and ‘artificial intelligence’ can become 
interchangeable in a globalized, digitalized, but still divided world: human health depends on the 
efficient delivery of value-based healthcare at scale that therefore produces equitable outcomes 
through AI that reaches it optimized form (by becoming truly ‘intelligent’ and thus knowledge of 
the ultimate good (including for humanity in what classically was defined as wisdom as the 
primary object of philosophy) and good actions as the primary object of the philosophical 
subdiscipline of ethics). It does so by being bounded by ethical parameters in which dignity is 
digitalized and embedded in the technical optimization of algorithmic performance by ultimately 
being strategically orientated to the common good of the global human family. AI Health (in which 
AI-empowered value-based healthcare delivery with Big Data) advancing efficiency at scale (at 
the individual and population levels globally) can begin to approximate equity, indicating that 

Such methodological advances have been further simplified to pro-
duce the proposed healthcare system DNA or organic formula for 
the future’s thinking healthcare system in which Health (H) is the 
product of  AI (A) and equity (E) squared:

11 
 

This overarching computational ethical and policy approach to clinical and operational workflows 
for healthcare systems has previously been shown to be able to be digitalized and mathematically 
translated to augment real-time decision-making for system executives and clinicians: 
 

𝐴𝐴𝐴𝐴 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻ℎ𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑀𝑀𝑒𝑒

= (HealthBD

× [𝐷𝐷𝐻𝐻𝐻𝐻𝐷𝐷𝐷𝐷𝐻𝐻𝐷𝐷𝐷𝐷̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

+ ∑{PrMed 〈cos𝐷𝐷𝐻𝐻𝐻𝐻𝐷𝐷𝐷𝐷𝐻𝐻𝐷𝐷𝐷𝐷〉 +  PubHealth 〈sin𝐷𝐷𝐻𝐻𝐻𝐻𝐷𝐷𝐷𝐷𝐻𝐻𝐷𝐷𝐷𝐷〉}
∞

𝑛𝑛=1
])

𝐴𝐴𝐴𝐴−𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉

 

Prior work has mapped how this ‘AI Health’ (that is trustworthy machine learning and deep 
learning-based co-designed) is the product of healthcare Big Data (HealthBD) and modern 
healthcare delivery (generated by PrMed or personalized medicine and PubHealth or public health) 
raised to the power of AI-VBHC or AI-enabled Value-Based Healthcare. Human dignity and 
security are thus digitalized into system operations at the fundamental mathematical level of 
algorithm creation and self-adaptation, thus integrated with EHRs for clinical operations and 
business dashboards for executive or organizational operations. AI-VBHC additionally has been 
shown to be produced as the product of AiCE, healthcare AI (both clinical and operational) and 
value-based healthcare (drawing on Porter and Teisberg’s 2006 definition refined by the European 
Commissions’ emphasis on equity): 
 

AI − VBHC = 𝐴𝐴𝐷𝐷𝐴𝐴𝐴𝐴 × ([𝐴𝐴𝐻𝐻𝐷𝐷𝐶𝐶𝐷𝐷𝐶𝐶𝐻𝐻𝐻𝐻 + 𝑂𝑂𝑂𝑂𝐻𝐻𝐷𝐷𝐻𝐻𝐻𝐻𝐷𝐷𝑂𝑂𝐶𝐶𝐻𝐻𝐻𝐻] 𝐴𝐴𝐴𝐴)

× (
𝑄𝑄𝑄𝑄𝐻𝐻𝐻𝐻𝐷𝐷𝐻𝐻𝐷𝐷𝐸𝐸𝐸𝐸𝐸𝐸𝑒𝑒𝑀𝑀𝐸𝐸 × 𝑃𝑃𝑒𝑒𝑃𝑃𝑃𝑃𝑃𝑃𝑛𝑛𝑀𝑀𝑒𝑒 × 𝑆𝑆𝑃𝑃𝑒𝑒𝑒𝑒𝑀𝑀𝑒𝑒 × 𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑊𝑊𝑒𝑒𝑒𝑒𝑛𝑛𝑊𝑊 

𝐴𝐴𝑂𝑂𝐶𝐶𝐻𝐻 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 × 𝑉𝑉𝑀𝑀𝐶𝐶𝑀𝑀𝑒𝑒𝑒𝑒𝑀𝑀𝐸𝐸 × 𝑆𝑆𝐸𝐸𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑀𝑀
) 

 
Such methodological advances have been further simplified to produce the proposed healthcare 
system DNA or organic formula for the future’s thinking healthcare system in which Health (H) 
is the product of AI (A) and equity (E) squared: 
 

𝐻𝐻 = 𝐴𝐴𝐴𝐴2 
Akin to Einstein’s famous E = MC2 (where energy is the product of mass and the speed of light 
squared in a way that describes how energy and mass can be essentially interchangeable), this 
system DNA describes how ‘human health’ and ‘artificial intelligence’ can become 
interchangeable in a globalized, digitalized, but still divided world: human health depends on the 
efficient delivery of value-based healthcare at scale that therefore produces equitable outcomes 
through AI that reaches it optimized form (by becoming truly ‘intelligent’ and thus knowledge of 
the ultimate good (including for humanity in what classically was defined as wisdom as the 
primary object of philosophy) and good actions as the primary object of the philosophical 
subdiscipline of ethics). It does so by being bounded by ethical parameters in which dignity is 
digitalized and embedded in the technical optimization of algorithmic performance by ultimately 
being strategically orientated to the common good of the global human family. AI Health (in which 
AI-empowered value-based healthcare delivery with Big Data) advancing efficiency at scale (at 
the individual and population levels globally) can begin to approximate equity, indicating that 

Akin to Einstein’s famous E = MC2 (where energy is the product 
of  mass and the speed of  light squared in a way that describes 
how energy and mass can be essentially interchangeable), this sys-
tem DNA describes how ‘human health’ and ‘artificial intelligence’ 
can become interchangeable in a globalized, digitalized, but still 
divided world: human health depends on the efficient delivery of  
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value-based healthcare at scale that therefore produces equitable 
outcomes through AI that reaches it optimized form (by becom-
ing truly ‘intelligent’ and thus knowledge of  the ultimate good (in-
cluding for humanity in what classically was defined as wisdom as 
the primary object of  philosophy) and good actions as the prima-
ry object of  the philosophical subdiscipline of  ethics). It does so 
by being bounded by ethical parameters in which dignity is dig-
italized and embedded in the technical optimization of  algorith-
mic performance by ultimately being strategically orientated to the 
common good of  the global human family. AI Health (in which 
AI-empowered value-based healthcare delivery with Big Data) ad-
vancing efficiency at scale (at the individual and population levels 
globally) can begin to approximate equity, indicating that systems’ 
performance optimizing individual wellbeing has been achieved si-
multaneously at the population level, and so signals the attainment 
of  mature AI-empowered healthcare that is equity exponentiated 
(generating orders of  magnitude improvements in wellbeing with 
each additional growth unit of  AI-driven equity). Therefore, in the 
future’s thinking healthcare system, optimized health is optimized 
AI, the energy powering humanity’s future in which our technology 
is ethically used for the common good without sacrificing that of  
the individual. The foundational moral interoperability (uniting the 
diverse belief  systems of  the diverse partners of  the AI-accelerat-
ed global health ecosystem) therefore informs the supporting data 
interoperability framework of  digitalizing ecosystem that reaches 
forward together toward this common strategic aim, destination, 
and good. 

This paper’s methodological and practical innovations toward 
this vision are therefore meant to build on the important recent ad-
vances in the global push for improving modern healthcare to be 
more worthy of  the patients and patients we purport to serve, as we 
increasingly understand how the dignity of  persons are honored 
when systems advance their health and the security of  such individ-
uals are safeguarded (collectively manifested with the national secu-
rity of  the societies they constitute at the state and global levels). The 
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COVID-19 pandemic therefore has sped up such efforts by the who, 
United Nations, influential healthcare and regulatory bodies (includ-
ing the internationally impactful US Centers for Medicare and Med-
icaid producing industry-leading healthcare AI regulations and 
standards), and a consensus of  nations the world over to improve 
the data interoperability of  their healthcare systems and public health 
systems, in which the different partners in the global healthcare eco-
system must have a basic level of  digital compatibility (utilizing a 
common or standard data vocabulary, infrastructure, storage, com-
puting, and strategic end to align their unique capacities with com-
mon individual benefit to sustain the ecosystem’s partnerships) (38-
39). If  partners cannot ‘talk’ to each other, they cannot use their tools 
for a common purpose effectively. And there cannot be a common 
technical language and collaborative arrangements with a unifying 
purpose and ultimate end without a sufficiently substantive, effica-
cious, and foundational common moral vision encompassing a com-
mon moral language, methodology, and metaphysical account of  the 
human person that informs such practical concepts and interactions. 
There have been important historic advances in this direction in-
cluding with the 2020 Rome Call, European Union, and US Depart-
ment of  Defense early standard setting in AI ethics (followed by 
the more detailed 2021 who ethics standard) (15,40-42). Yet de-
spite the significant successes achieving multi-sector international 
consensus on AI ethics, these advances nonetheless are limited in 
their substance and applicability—they specify vague principles that 
are difficult to operationalize within healthcare systems’ daily opera-
tions in a way that can be done in a way that respects the real-world 
demands of  systems to be real-time, adaptive, and detailed (includ-
ing to resolve disagreements among competing moral claims, techni-
cal barriers, and competing societal forces). AiCE operationalizing 
the substantive PSC as demonstrated in this paper suggests a possi-
ble viable way forward that operates within the already globally dom-
inant ethical framework of  individual dignity and rights (particularly 
influential in the Global West) in a way that is still intelligible and 
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convergent with the Global East and South’s community and securi-
ty focus), while recovering a more substantive methodology through 
a common metaphysical foundation (still intelligible and compelling 
for reasons inherent to the world’s diverse religiously affiliated and 
unaffiliate belief  systems), and yet can still operate in healthcare sys-
tems as with the concrete clinical use case of  CS for CRC. 

The PSC-informed AiCE methodology within the larger concep-
tual framework of  AI Health is meant to therefore propose a global, 
comprehensive, integrated, and concrete approach to translate the 
important but still general principles of  the 2021 who landmark re-
port and similar into reliable, transparent, useful, defensible, equita-
ble and therefore trustworthy healthcare AI performance. (1,12,16). 
Such performance is in turn meant to jumpstart the generally efforts 
to more satisfactorily address global hesitation with algorithms’ re-
liability, which are often undermined by their hidden assumptions 
(both technical and ethical). A 2021 Pew Research report noted how 
approximately 70% of  world-leading AI executives, policymakers, 
and researchers doubt healthcare AI and even AI more generally will 
be ethical or committed to the public or common good (43). Sim-
ilar findings and concerns are echoed by the international AI stan-
dard setting by the IEEE (the world’s largest technical profession-
al organization), the US National Security Commission on AI, and 
Stanford University’s Institute for Human-Centered Artificial Intel-
ligence. The daunting challenges to ethical AI (generally including 
healthcare in particular) according to such influential voices include 
overshadowing drivers that make the push for ethical AI largely ir-
relevant and/or ineffective: (a) the AI arms race between the US and 
China (the world’s biggest AI creators including their corporations, 
universities, and militaries) framing AI largely within military, eco-
nomic, and/or technical competition for global dominance); (b) 
the primary focus of  profit and/or societal influence or control of  the 
above actors; (c) the nature of  AI (with its ubiquitous, rapid, un-
predictable, and already seismic societal influence internationally); 
(d) and the widespread recognition of  ‘ethical AI’ lacking general 
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consensus about its formal training, standards, and even definition. 
Consider the patient safety community which has admirably gener-
ated in the last two decades multiple high profile studies, societies, 
and programs internationally to address the shortcomings and even 
failures of  healthcare safety. Yet despite decades, billions of  dol-
lars, and thousands of  researchers and leaders, the community in its 
own assessment has failed to produce a peer-reviewed study show-
ing meaningful and sustained improvement at the region-level of  
adverse medical events (44). Like patient safety efforts, just because 
ethical AI is internationally desirable does not necessarily mean that 
it works. Nor does it mean that AI ethics papers, books, and studies 
actually deliver on real-world, concrete, and longitudinal advances at 
scale. These sobering reflections may ultimately require us in the AI 
ethics community to honestly question if  the reason AI algorithms 
have thus far been generally unreliable and untrustworthy at scale is 
because we have not questioned our assumptions (both technically 
in our research and interventions, and even more fundamentally our 
assumptions that the work we do and the way we do it is actually 
relevant, meaningful, defensible, or useful for patients, providers, 
and payors). Have we moved to far away from the patient’s bedside 
or kitchen table? Do we need to return to the lived experience and 
reality of  persons, populations, healthcare and humanity (and thus 
reverse engineer our means of  advancing toward them by first let-
ting them speak for themselves and their needs)? Could the PSC-in-
formed AiCE methodology and growing use cases including most 
recently with CS and CRC here suggest how we can move at speed 
and scale shoulder-to shoulder with healthcare systems locally and 
globally to answer their pressing AI ethics questions now (and those 
that will come before they get here)? 

This novel approach is particularly relevant for addressing the 
primary twin challenges to ethical AI in healthcare currently: profit 
and regulation. McKinsey’s 2021 and 2022 global studies of  leading 
AI firms (including vendors for healthcare systems) demonstrated 
how optimizing profit and regulatory compliance helps differentiate 
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high versus lower performers through rigorous AI design thinking, 
continuous internal testing, and governance (including compli-
ance-by-design for relevant ethical, legal, policy, and cybersecurity 
standards) (45-46). For organizations including healthcare systems 
to adapt and eventually achieve enterprise-wide mature AI, it must 
first boost revenue greater than its permissible costs, while staying 
compliant with the above rules placed on it. An added layer of  com-
plexity is the rapid and unpredictable nature of  AI recently reflected 
by the 2022 updated guidance from the US Food and Drug Admin-
istration (FDA) about regulating AI as medical devices (including 
identification and predictive algorithms for high risk or high utiliz-
ers, early warning systems for patient deterioration, and clinical deci-
sion tools) (47). How do you regulate an AI algorithm that can re-
write its own code with new data? The FDA proposed solution is a 
“a total product lifecycle-based regulatory framework” that is flexi-
ble enough to anticipate and permit a defined breadth and depth of  
self-adaption for the AI (particularly its machine learning applica-
tions) while still being rooted enough in the objective legal and ethi-
cal mandates to ensure “safety and effectiveness.” This paper there-
fore provides a novel demonstration of  the end-to-end integrated 
approach of  the PSC-informed AiCE methodology that features a 
co-design adaptive methodology (that reverse engineers from the 
end or destination of  common good-informed value-based health-
care to the means of  AI-driven healthcare delivery to attain it), bal-
ancing the SEEE imperatives for AI-driven value-based healthcare.

Considered in its totality, this methodological proof  of  concept 
supports how sufficient healthcare system efficiency requires em-
bedded AI that is technically and organizationally end-to-end (where 
a complex machine learning and deep learning models learn all the 
steps between the initial input to final output phase to accelerate 
operational effectiveness in the value-based healthcare delivery pipe-
line and network of  diverse actors within and aligned with health-
care systems). And sufficient societal equity requires embodied dig-
nity and diversity within systems (through multicultural metaphysics 
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as articulated by the PSC) that is epistemically end-to-end (horizon-
tally and vertically integrating the applied sciences of  data science 
and clinical science with their underlying political economic interme-
diary layer and their underlying layer of  the theoretical science of  
metaphysics). Yet there are no other known operational let alone 
integrative conceptual frameworks that define, defend, and deploy 
such AI (let alone in healthcare systems or in healthcare regulation at 
the system, professional, payor, or government levels). This study 
therefore utilized AiCE within the AI Health framework for the use 
case of  CS to conduct a global assessment for such an end-to-end 
AI architecture (in its moral, technical, and organizational dimen-
sions). By digitalizing human dignity, this AiCE approach seeks to 
mathematically and practically maximize value-based healthcare (as 
quality divided by cost), individual human dignity (with related pop-
ulation diversity demographically and culturally and its community 
dimension of  security), and patient safety (with related data security) 
while minimizing inequities, cost, waste, fraud, and cyberattacks to 
ultimately strengthen earned global societal trust in AI-enabled 
healthcare systems.

This study should still be interpreted cautiously in the context of  
its limitations, including its retrospective non-randomized NIS and 
global data, reliance on CS simulations, and broad range of  topics in 
a condensed space. Additionally, it is focused on CS which is more 
readily available and prevalent in high- and higher middle-income 
countries and communities; additionally analyses are thus required 
to clarify the applicability of  these results compared to alternative 
interventions in low middle- and low-income countries and how 
they can be made more readily available there (which is a part of  a 
larger diffusion of  innovation challenge in modern healthcare where 
more expensive technologies and medications have a notable lag 
time from where they are often first developed and deployed in high-
er income countries and when they are more readily available in 
lower income countries). This study sought to reduce the bias (and 
thus threats to internal and external validity) such limitations can 
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introduce to the paper by deploying a novel methodology that is 
rigorous (integrating AI, Bayesian, and propensity score analytics), 
comprehensive (integrating clinical, cost, disparity, and ethical analy-
ses), relevant (co-designed by data scientists, clinicians, ethicists, and 
executives to embed ethical AI through end-to-end integration with 
continuous healthcare system operations in both organizational and 
clinical workflows), transparent (explicitly specifying its metaphysi-
cal, multicultural, and historical assumptions, context, and extensive 
detail of  its methodology including across three original books), and 
practical (respecting the real-world unethical impossibility of  waiting 
for global randomization with CS and AI to inform current health-
care needs for ethical and policy guidance in this context). 

5. Conclusion

This is the first known AI and Bayesian-augmented global and com-
prehensive computational ethical and policy analysis (integrating clin-
ical, cost, disparity, and ethical analyses) including of  CS for CRC. It 
demonstrates the novel findings of  the upwards of  $4 billion saved 
through AI-enabled CS, particularly to help reduce the $17.61 billion 
cost of  racial disparities for Hispanics and Asians not explained suf-
ficiently by clinical factors. Through this concrete use case, this paper 
introduces the novel concept of  ‘moral interoperability’ as potential-
ly the critically needed foundation for the data interoperability-based 
Big Data architecture of  the AI-driven digitalization global health 
ecosystem (spanning our world’s diverse healthcare systems, belief  
systems, cultures, and multi-sector actors). This paper thus proposes 
how healthcare AI algorithms may become reliable (through such a 
comprehensive methodology embedded and iteratively self-adapting 
in real-time in real-world healthcare systems) while becoming more 
trustworthy (to provide a blueprint, roadmap, and even DNA for 
how modern healthcare systems can function efficiently and equi-
tably as the future’s thinking healthcare system by honoring human 
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dignity, security, and the common good-empowering such instru-
mental technical and ethical interoperability).
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